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Adapting liability rules to the digital age and 
Artificial Intelligence

Fields marked with * are mandatory.

Introduction

This public consultation aims to:

confirm the relevance of the issues identified by the 2018 evaluation of the Product Liability Directive 
(e.g. how to apply the Directive to products in the digital and circular economy), and gather 
information and views on how to improve the Directive (Section I);
collect information on the need and possible ways to address issues related specifically to damage 
caused by Artificial Intelligence systems, which concerns both the Product Liability Directive and 
national civil liability rules (Section II).

 
You can respond to both sections or just to Section I. It is not possible to respond only to Section II.

About you

Language of my contribution
Bulgarian
Croatian
Czech
Danish
Dutch
English
Estonian
Finnish
French
German
Greek
Hungarian

*
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Organisation name
255 character(s) maximum

American Chamber of Commerce to European Union (AmCham EU)

Organisation size
Micro (1 to 9 employees)
Small (10 to 49 employees)
Medium (50 to 249 employees)
Large (250 or more)

Transparency register number
255 character(s) maximum

Check if your organisation is on the . It's a voluntary database for organisations seeking to transparency register
influence EU decision-making.

5265780509-97

Country of origin
Please add your country of origin, or that of your organisation.

Afghanistan Djibouti Libya Saint Martin
Åland Islands Dominica Liechtenstein Saint Pierre and 

Miquelon
Albania Dominican 

Republic
Lithuania Saint Vincent 

and the 
Grenadines

Algeria Ecuador Luxembourg Samoa
American Samoa Egypt Macau San Marino
Andorra El Salvador Madagascar São Tomé and 

Príncipe
Angola Equatorial Guinea Malawi Saudi Arabia
Anguilla Eritrea Malaysia Senegal
Antarctica Estonia Maldives Serbia
Antigua and 
Barbuda

Eswatini Mali Seychelles

Argentina Ethiopia Malta Sierra Leone
Armenia Falkland Islands Marshall Islands Singapore
Aruba Faroe Islands Martinique Sint Maarten

*

*

*

http://ec.europa.eu/transparencyregister/public/homePage.do?redir=false&locale=en


6

Democratic 
Republic of the 
Congo

Lesotho Saint Kitts and 
Nevis

Zimbabwe

Denmark Liberia Saint Lucia

The Commission will publish all contributions to this public consultation. You can choose whether you 
would prefer to have your details published or to remain anonymous when your contribution is published. Fo
r the purpose of transparency, the type of respondent (for example, ‘business association, 
‘consumer association’, ‘EU citizen’) country of origin, organisation name and size, and its 

 transparency register number, are always published. Your e-mail address will never be published.
Opt in to select the privacy option that best suits you. Privacy options default based on the type of 
respondent selected

Contribution publication privacy settings
The Commission will publish the responses to this public consultation. You can choose whether you would like 
your details to be made public or to remain anonymous.

Anonymous
Only organisation details are published: The type of respondent that you 
responded to this consultation as, the name of the organisation on whose 
behalf you reply as well as its transparency number, its size, its country of 
origin and your contribution will be published as received. Your name will not 
be published. Please do not include any personal data in the contribution itself 
if you want to remain anonymous.
Public 
Organisation details and respondent details are published: The type of 
respondent that you responded to this consultation as, the name of the 
organisation on whose behalf you reply as well as its transparency number, its 
size, its country of origin and your contribution will be published. Your name 
will also be published.

I agree with the personal data protection provisions

Section I – Product Liability Directive

This section of the consultation concerns Council Directive 85/374/EEC on liability for defective products 
(“Product Liability Directive”), which applies to any product marketed in the European Economic Area (27 
EU countries plus Iceland, Liechtenstein and Norway). See also Section II for more in-depth questions 
about the Directive and AI.
 

*

https://ec.europa.eu/info/law/better-regulation/specific-privacy-statement
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According to the Directive, if a defective product causes damage to consumers, the producer must pay 
compensation. The injured party must prove the product was defective, as well as the causal link between 
the defect and the damage. But the injured party does not have to prove that the producer was at fault or 
negligent (‘strict liability’). In certain circumstances, producers are exempted from liability if they prove, e.g. 
that the product’s defect was not discoverable based on the best scientific knowledge at the time it was 
placed on the market.
 
Injured parties can claim compensation for death, personal injury as well as property damage if the property 
is intended for private use and the damage exceeds EUR 500. The injured party has 3 years to seek 
compensation. In addition, the producer is freed from liability 10 years after the date the product was put 
into circulation.
 
The  in 2018 found that it was effective overall, but difficult to apply to products in Evaluation of the Directive
the digital and circular economy because of its outdated concepts. The Commission’s 2020 Report on 

 also confirmed this.Safety and Liability for AI, Internet of things (IoT) and robotics

The Evaluation also found that consumers faced obstacles to making compensation claims, due to 
thresholds and time limits, and obstacles to getting compensation, especially for complex products, due to 
the burden of proof.

How familiar are you with the Directive?
I have detailed knowledge of the Directive, its objectives, rules and application
I am aware of the Directive and some of its contents
I am not familiar with the Directive
No opinion

Adapting the Directive to the digital age

Digital content such as software, algorithms and data are playing an increasingly 
crucial role in the safe functioning of many products, e.g. domestic appliances, 
vehicles, smart lawnmowers and surgical robots.
 
However, the Evaluation of the Directive found that the Directive was not easy to 
apply to digital technologies. Above all, it is not clear whether intangible items like 
digital content, software and data are covered, especially when supplied separately 
from a tangible product. Therefore, it is not clear whether consumers can get 
compensation under the Directive in the event that ‘digital’ defects lead to damage.

*

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=SWD:2018:157:FIN
https://eur-lex.europa.eu/legal-content/en/TXT/?qid=1593079180383&uri=CELEX%3A52020DC0064
https://eur-lex.europa.eu/legal-content/en/TXT/?qid=1593079180383&uri=CELEX%3A52020DC0064
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Do you agree or disagree that consumers should get compensation under 
the Directive if the following intangible items are defective and cause physical
/property damage?

Strongly 
agree

Agree Neutral Disagree
Strongly 
disagree

No 
opinion

Software embedded in a tangible 
product at the moment the 
tangible product is placed on the 
market

Software made available 
separately via download for use 
on a tangible product (e.g. 
domestic robot) that has already 
been placed on the market

Software upgrades and updates 
(e.g. to deliver new 
functionalities or fix a security 
flaw)

Software that controls how a 
product operates (e.g. a car’s 
engine control system, a robot’s 
operating system)

Software that is used on a device 
but does not drive the device (e.
g. a gaming app on a computer 
or other device)

Bespoke software (e.g. software 
customised to control the 
production line in a factory)

Digital services that control how 
a product operates (e.g. cloud-
based service for operating 
smart thermostat)

Data capable of influencing how 
a product operates (e.g. training 
data for an autonomous vehicle)

Data that comprises only 
information (e.g. a digital map, a 
menu)

Software that provides 
immediate decision-triggering 
information (e.g. blood glucose 
meter)
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Software that provides only 
guidance or advice to an end 
user (e.g. software that interprets 
medical imaging and provides 
diagnoses)

The Directive holds importers strictly liable for damage caused by defective 
products when the producer is based outside the EU. Nowadays online 
marketplaces enable consumers to buy products from outside the EU without there 
being an importer.

Online marketplaces intermediate the sale of products between traders, including 
those established outside the EU, and consumers. Typically, they are not in contact 
with the products they intermediate and they frequently intermediate trade between 
many sellers and consumers.

Under the current rules, online marketplaces are covered by a conditional liability 
exemption (Article 14 of the e-Commerce Directive). The new proposal for a Digital 
Services Act includes obligations for online marketplaces to tackle illegal products 
online, e.g. gathering information on the identity of traders using their services. 
Moreover, the new proposal for a General Product Safety Regulation includes 
provisions for online marketplaces to tackle the sale of dangerous products online.

Do you agree or disagree with the following statements?
Strongly 

agree
Agree Neutral Disagree

Strongly 
disagree

No 
opinion

The proposals for a Digital 
Services Act and General 
Product Safety Regulation are 
sufficient to ensure consumer 
protection as regards products 
bought through online 
marketplaces where there is no 
EU-based producer or importer.

The Product Liability Directive 
needs to be adapted to ensure 
consumer protection if damage is 
caused by defective products 
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bought through online 
marketplaces where there is no 
EU-based producer or importer.

What do you think is the appropriate approach for consumers to claim 
compensation when damage is caused by a defective product bought 
through an online marketplace and there is no EU-based producer or 
importer?

2000 character(s) maximum

Digital technologies may bring with them new risks and new kinds of damage.

Regarding risks, it is not always clear whether cybersecurity vulnerabilities can 
be considered a defect under the Directive, particularly as cybersecurity risks 
evolve throughout a product’s lifetime.
Regarding damage, the Directive harmonises the rights of consumers to claim 
compensation for physical injury and property damage, although it lets each 
Member State decide itself whether to compensate for non-material damage 
(e.g. privacy infringements, psychological harm). National rules on non-
material damage differ widely. At EU level both material and non-material 
damage can be compensated under the General Data Protection Regulation 
(GDPR) when a data controller or processor infringes the GDPR, and the 
Environmental Liability Directive provides for the liability of companies for 
environmental damage.

 
Do you agree or disagree with the following statements?

Strongly 
agree

Agree Neutral Disagree
Strongly 
disagree

No 
opinion

Producers should potentially be 
held strictly liable for damages 
caused as a result of failure to 
provide necessary security 
updates for smart products

The Directive should harmonise 
the right of consumers to claim 
compensation from producers 
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who are not simultaneously data 
controllers or processors, for 
privacy or data protection 
infringements (e.g. a leak of 
personal data caused by a 
defect)

The Directive should harmonise 
the right of consumers to claim 
compensation for damage to, or 
destruction of, data (e.g. data 
being wiped from a hard drive 
even if there is no tangible 
damage)

The Directive should harmonise 
the right of consumers to claim 
compensation for psychological 
harm (e.g. abusive robot in a 
care setting, home-schooling 
robot)

Some products, whether digital 
or not, could also cause 
environmental damage. The 
Directive should allow 
consumers to claim 
compensation for environmental 
damage (e.g. caused by 
chemical products)

Coverage of other types of harm

Adapting the Directive to the circular economy

The Directive addresses defects present at the moment a product is placed on the 
market. However, changes to products after they are placed on the market are 
increasingly common, e.g. in the context of circular economy business models.
 
The Evaluation of the Directive found that it was not always clear who should be 
strictly liable when repaired, refurbished or remanufactured products were defective 
and caused damage. It is worth noting here that the Directive concerns the 
defectiveness of products and not the defectiveness of services. So, a third-party 
repair that was poorly carried out would not lead to the repairer being held liable 
under the Directive, although remedies may be available under national law.
 
Do you agree or disagree with the following statements?
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Strongly 
agree

Agree Neutral Disagree
Strongly 
disagree

No 
opinion

Companies that remanufacture a 
product (e.g. restoring vehicle 
components to original as-new 
condition) and place it back on 
the market should be strictly 
liable for defects causing damage

Companies that refurbish a 
product (e.g. restoring 
functionality of a used 
smartphone) and place it back 
on the market should be strictly 
liable for defects causing damage

The manufacturer of a defective 
spare part added to a product (e.
g. to a washing machine) during 
a repair should be strictly liable 
for damage caused by that spare 
part

Policy approach and impacts of adapting the Directive to the digital and circular 
economy

Please rank the following  for adapting the Directive to the digital and options
circular economy from 1 (like best) to 3 (like least)

1 2 3

Option 1. No legislative change

Option 2. Make explicit that strict liability rules apply to products incorporating digital 
content (e.g. software, data). Address defects resulting from changes to products after 
they are put on the market (due to circular economy activities such as refurbishments, 
software upgrades, interactions with other products and services, or due to safety-
related cybersecurity risks)

Option 3. Address defects resulting from changes to products as in Option 2 and
 extend strict liability to digital content itself (and producers of such digital content) 
when placed on the market separately from the tangible product

In addition to the policy options presented in the previous question, should 
the EU take the following  to adapt the Directive to the additional measures
digital and circular economy?

I don't 
know

*

*

*
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Yes No /no 
opinion

Harmonise right to claim for non-material damages under the Directive (e.g. 
privacy infringement, psychological harm, environmental damage)

Define liability rules where there is no EU importer

Other measures

*

*

*
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Please specify all the relevant impacts that you think the  you ‘like least’ and  that you option additional measures
were against will have on the following aspects, compared to Option 1 (no legislative change). Only select an 
answer for those impacts that you expect the option you ‘like least’ to have. Impacts left blank will be processed as a ‘No 
opinion’ reply.

Large 
increase

Small 
increase

No/negligible 
impact

Small 
decrease

Large 
decrease

No 
opinion

Legal certainty

Costs for your company

Consumer protection

Consumer uptake of products in the digital and circular 
economy

Purchase price of products

Incentives for companies to place innovative products on 
the market

Competitiveness of micro, small- and medium-sized 
enterprises (SMEs)

Ability of producers to obtain product liability insurance
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Other impacts (please specify):
200 character(s) maximum

No legislative change is needed and none of the postulated policy options should be considered as there 
seems to be no demonstrated obstacle to compensation with the current text of the PLD.

Reducing obstacles to getting compensation

The Evaluation of the Directive found that in some cases consumers face 
significant difficulties in getting compensation for damage caused by defective 
products.

In particular it found that difficulties in proving the defectiveness of a product and 
proving that the product caused the damage accounted for 53% of rejected 
compensation claims. In particular, the technical complexity of certain products (e.
g. pharmaceuticals and emerging digital technologies) could make it especially 
difficult and costly for consumers to actually prove they were defective and that 
they caused the damage.

To what extent do you think that the following types of product present 
difficulties in terms of proving defectiveness and causality in the event of 

 (See additional burden of proof question concerning AI in Section II)damage?

To a very 
large extent

To a 
large 
extent

To a 
moderate 

extent

To a 
small 
extent

Not 
at 
all

Don't know
/no answer

All products

Technically 
complex products

Pharmaceuticals

AI-enabled 
products

IoT (Internet of 
Things) products

Other types of product (please specify):
50 character(s) maximum
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In an effort to promote innovation, the Directive exempts producers from liability 
when a product’s lack of safety was not discoverable based on the best scientific 
knowledge at the time it was placed on the market (‘development risk defence’, Art. 
7(e)).
 
However, the Evaluation found that this defence might be inappropriate when 
dealing with emerging technologies due to the increasing rate of development and 
the ability of certain products to adapt while in operation. Furthermore, certain 
stakeholders considered the defence too advantageous to producers.
 
When should producers be able to use the ‘development risk defence’?

Strongly 
agree

Agree Neutral Disagree
Strongly 
disagree

No 
opinion

The defence should remain 
available without any change

The defence should be removed

The defence should not be 
available for products designed 
to be influenced by other 
interconnected products or 
services (e.g. complex IoT 
systems)

The defence should not be 
available for AI products that 
continue to learn and adapt while 
in operation

The defence should not be 
available for any AI products

Please specify any other conditions you think should apply to the use of the 
development risk defence:

1000 character(s) maximum

The development risk defence should not be removed, as it guarantees a fine balance between consumers 
and businesses’ interests, without restraining product innovation. Its  removal would seriously affect 
producers. The risks related to the removal of such defence should be considered especially in the case of 
AI and other software-enabled products, as unknown vulnerabilities can always be present in software, and it 
is impossible to test software for defects. Product and sector-specific laws, together with the more generic 
provisions of the General Product Safety Directive, already provide rules for the most rigorous checks and 
balances for product composition and design.
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Reducing obstacles to making claims

The Evaluation of the Directive found that in some cases consumers faced or could 
face significant difficulties in making compensation claims for damage caused by 
defective products. The current rules allow consumers to claim compensation for 
personal injury or property damage. Time limits apply to all compensation claims 
and several other limitations apply to compensation for property damage.

To what extent do the following features of the Directive create obstacles to 
consumers making compensation claims?

To a 
very 
large 
extent

To a 
large 
extent

To a 
moderate 

extent

To a 
small 
extent

Not 
at 
all

Don't 
know
/no 

answer

Producers are released from liability for 
death/personal injury 10 years after 
placing the product on the market

Producers are released from liability for 
property damage 10 years after placing 
the product on the market

Consumers have to start legal 
proceedings within 3 years of becoming 
aware of the damage

Consumers can claim compensation 
only for damage to property worth more 
than EUR 500

Consumers can claim compensation 
only for damage to property intended 
and used for private purposes

Policy approach and impacts of reducing obstacles to getting compensation and 
making claims

Please rank the following  for adapting the Directive to the digital and options
circular economy from 1 (like best) to 4 (like least)

1 2 3 4

Option 1. No legislative change

Option 2. Alleviate the burden of proof for technically complex products by: a) 
obliging the producer to disclose technical information (e.g. data from clinical 
trials or log data of a robot vacuum cleaner) to the injured party to better 
enable the latter to prove their claim; and b) allowing courts to infer that a 

*

*
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product is defective or caused the damage under certain circumstances (e.g. 
when other products in the same production series have already been proven 
to be defective or the product clearly malfunctioned).

Option 3. Reverse the burden of proof for technically complex products. In the 
event of damage, the producer would have to prove the product was not 
defective.

Option 4. In addition to option 2 or 3: a) adapt the notion of ‘defect’ and the 
alleviation/reversal of burden of proof to the specific case of AI; and b) remove 
the ‘development risk defence’ to ensure producers of products that 
continuously learn and adapt while in operation remain strictly liable for 
damage.

In addition to the policy options presented in the previous question, should 
the EU take the following  to adapt the Directive to additional measures
reduce obstacles to making claims?

Yes No

I don't 
know
/no 

opinion

Harmonise right to claim for non-material damages under the Directive (e.g. 
privacy infringement, psychological harm, environmental damage)

Define liability rules where there is no EU importer

Other measures

*

*

*

*

*
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Please specify all the relevant impacts that you think the  you ‘like least’ and  that you option additional measures
were against will have on the following aspects, compared to Option 1 (no legislative change). Only select an 
answer for those impacts that you expect the option you ‘like least’ to have. Impacts left blank will be processed as a ‘No 
opinion’ reply.

at least 4 answered row(s)

Large 
increase

Small 
increase

No/negligible 
impact

Small 
decrease

Large 
decrease

No 
opinion

Legal certainty

Costs for your company

Consumer protection

Consumer uptake of products in the digital and circular 
economy

Purchase price of products

Incentives for companies to place innovative products on 
the market

Competitiveness of micro, small- and medium-sized 
enterprises (SMEs)

Ability of producers to obtain product liability insurance
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Other impacts (please specify):
200 character(s) maximum

End of Section I on Product Liability Directive

In Section II of this consultation the problems linked to certain types of Artificial 
Intelligence – which make it difficult to identify the potentially liable person, to prove 
that person’s fault or to prove the defect of a product and the causal link with the 
damage – are explored further.

Would you like to continue with Section II on Artificial Intelligence?
Continue with Section II on Artificial Intelligence
Close the questionnaire

Section II - Liability for AI

Introduction

As a crucial enabling technology, AI can drive both products and services. AI systems can either be 
provided with a physical product (e.g. an autonomous delivery vehicle) or placed separately on the market.

To facilitate trust in and the roll-out of AI technologies, the Commission is taking a staged approach. First, 
on 21 April 2021, it proposed harmonised rules for development, placing on the market and use of certain 

. The AI Act contains obligations on providers and users of AI systems, e.g. on human AI systems (AI Act)
oversight, transparency and information. In addition, the recent proposal for a Regulation on Machinery 

 (published together with the AI act) also covers new risks originating from emerging technologies, Products
including the integration of AI systems into machinery.
However, safety legislation minimises but cannot fully exclude accidents. The liability frameworks come into 
play where accidents happen and damage is caused. Therefore, as a next step to complement the recent 
initiatives aimed at improving the safety of products when they are placed on the EU market, the 
Commission is considering a revision of the liability framework.

In the  and the accompanying , the Commission White Paper on AI 2020 Report on Safety and Liability
identified potential problems with liability rules, stemming from the specific properties of certain AI systems. 
These properties could make it difficult for injured parties to get compensation based on the Product 
Liability Directive or national fault-based rules. This is because in certain situations, the lack of 
transparency (opacity) and explainability (complexity) as well as the high degree of autonomy of some AI 
systems could make it difficult for injured parties to prove a product is defective or to prove fault, and to 
prove the causal link with the damage.

*

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52021PC0206
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52021PC0206
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52021PC0202
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52021PC0202
https://ec.europa.eu/info/publications/white-paper-artificial-intelligence-european-approach-excellence-and-trust_en
https://ec.europa.eu/info/sites/default/files/report-safety-liability-artificial-intelligence-feb2020_en_1.pdf
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1.  

2.  

3.  

It may also be uncertain whether and to what extent national strict liability regimes (e.g. for dangerous 
activities) will apply to the use of AI-enabled products or services. National laws may change, and courts 
may adapt their interpretation of the law, to address these potential challenges. Regarding national liability 
rules and their application to AI, these potential problems have been further explored in this recent .study

With this staged approach to AI, the Commission aims to provide the legal certainty necessary for 
investment and, specifically with this initiative, to ensure that victims of damage caused by AI-enabled 
products and services have a similar level of protection to victims of technologies that operate without AI. 
Therefore, this part of the consultation is looking at all three pillars of the existing liability framework.

The , for consumer claims against producers of defective products. The Product Liability Directive
injured party has to prove the product was defective and the causal link between that defect and the 
damage. As regards the Directive, the proposed questions build on the first section of the 
consultation.
National fault-based liability rules: The injured party has to prove the defendant’s fault (negligence 
or intent to harm) and a causal link between that fault and the damage.
National strict liability regimes set by each Member State for technologies or activities considered 
to pose an increased risk to society (e.g. cars or construction activities). Strict liability means that the 
relevant risk is assigned to someone irrespective of fault. This is usually justified by the fact that the 
strictly liable individual benefits from exposing the public to a risk.

In addition to this framework, the General Data Protection Regulation (GDPR) gives anyone who has 
suffered material or non-material damage due to an infringement of the Regulation the right to receive 
compensation from the controller or processor.

Problems – general

Do you agree or disagree with the following statements?
Strongly 

agree
Agree Neutral Disagree

Strongly 
disagree

No 
opinion

There is uncertainty as to how 
the Product Liability Directive (i.
e. liability for defective products) 
applies to damage caused by AI

There is uncertainty as to 
whether and how liability rules 
under national law apply to 
damage caused by AI

When AI operates with a high 
degree of autonomy, it could be 
difficult to link the damage it 
caused to the actions or 
omissions of a human actor

https://op.europa.eu/publication/manifestation_identifier/PUB_DS0921157ENC
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In the case of AI that lacks 
transparency (opacity) and 
explainability (complexity), it 
could be difficult for injured 
parties to prove that the 
conditions of liability (such as 
fault, a defect, or causation) are 
fulfilled

Because of AI’s specific 
characteristics, victims of 
damage caused by AI may in 
certain cases be less protected 
than victims of damage that didn’
t involve AI

It is uncertain how national 
courts will address possible 
difficulties of proof and liability 
gaps in relation to AI

Please elaborate on your answers or specify other grounds of legal 
uncertainty regarding liability for damage caused by AI:

2000 character(s) maximum

AmCham EU is not aware of any evidence suggesting that the current legislative framework is not adequate 
to deal with products that embed Artificial Intelligence (AI). Characteristics such as complexity and opacity 
are not AI-specific. The PLD applies to products and the embedded software that is essential for the 
functioning of the product. This also includes AI technology. Equally, the PLD applies to products even if the 
product that includes AI acts with a high degree of autonomy.

Do you agree or disagree with the following statements?
Strongly 

agree
Agree Neutral Disagree

Strongly 
disagree

No 
opinion

The lack of adaptation of the 
current liability framework to AI 
may negatively affect trust in AI

The lack of adaptation of the 
current liability framework to AI 
may negatively affect the uptake 
of AI-enabled products and 
services

Please elaborate on your answers. You may reflect in particular on the recently 
proposed AI Act and on the complementary roles played by liability rules and the 
other safety-related strands of the Commission’s AI policy in ensuring trust in AI 
and promoting the uptake of AI-enabled products and services:
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2000 character(s) maximum

The statements are rather hypothetical. There is no indication of a lack of uptake of, or trust in, AI 
technology, which would necessitate updating liability laws. AI applications are already in use in a variety of 
industries and sectors. In the EU, the proposed AI Act includes requirements for all AI systems and, 
particularly, strict requirements for AI systems categorised as 'high-risk' in terms of robustness, accuracy, 
explainability and transparency. It would be sensible to await the implementation of the AI Act and its 
requirements to see if further legislative initiatives are warranted. These safety requirements will further 
reduce potential AI-related risks of consumer harm.

If the current liability framework is not adapted, to what extent do you expect 
the following problems to occur in relation to the production, distribution or 
use of AI-enabled products or services, now or in the foreseeable future? This
question is primarily aimed at businesses and business associations.

To a 
very 
large 
extent

To a 
large 
extent

To a 
moderate 

extent

To a 
small 
extent

Not 
at all

Don't 
know
/no 

answer

Companies will face additional 
costs (e.g. legal information 
costs, increased insurance 
costs)

Companies may defer or 
abandon certain investments in 
AI technologies

Companies may refrain from 
using AI when automating 
certain processes

Companies may limit their 
cross-border activities related 
to the production, distribution 
or use of AI-enabled products 
or services

Higher prices of AI-enabled 
products and services

Insurers will increase risk-
premiums due to a lack of 
predictability of liability 
exposures

It will not be possible to insure 
some products/services
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Negative impact on the roll-out 
of AI technologies in the 
internal market

Please elaborate on your answers, in particular on whether your assessment is 
different for AI-enabled products than for AI-enabled services

2000 character(s) maximum

We are unaware of evidence suggesting that any of the listed obstacles will occur in the future without an 
adaptation of the liability framework. However, new far-reaching AI liability provisions, either at EU or 
national levels, may harm the development, deployment and use of AI in the EU. In case EU Member States 
bring forward mutually incompatible legislation on AI liability, Single Market barriers might arise, which could 
justify an EU-level initiative on AI liability. However, at present, this does not seem to be the case. 

With the growing number of AI-enabled products and services on the market, 
Member States may adapt their respective liability regimes to the specific 
challenges of AI, which could lead to increasing differences between national 
liability rules. The Product Liability Directive could also be interpreted in different 
ways by national courts for damage caused by AI.
 
If Member States adapt liability rules for AI in a divergent way, or national 
courts follow diverging interpretations of existing liability rules, to what 

This extent do you expect this to cause the following problems in the EU? 
question is primarily aimed at businesses and business associations.

To a 
very 
large 
extent

To a 
large 
extent

To a 
moderate 

extent

To a 
small 
extent

Not 
at 
all

Don't 
know
/no 

answer

Additional costs for companies (e.g. 
legal information costs, increased 
insurance costs) when producing, 
distributing or using AI-equipped 
products or services

Need for technological adaptations 
when providing AI-based cross-border 
services

Need to adapt AI technologies, 
distribution models (e.g. sale versus 
service provision) and cost management 
models in light of diverging national 
liability rules
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Companies may limit their cross-border 
activities related to the production, 
distribution or use of AI-enabled 
products or services

Higher prices of AI-enabled products 
and services

Insurers will increase premiums due to 
more divergent liability exposures

Negative impact on the roll-out of AI 
technologies

Please elaborate on your answers, in particular on whether your assessment is 
different for AI-enabled products than for AI-enabled services, as well as on other 
impacts of possible legal fragmentation

2000 character(s) maximum

As mentioned, we are not aware of EU Member State initiatives to review liability frameworks in light of AI.  
We are also not aware of divergent interpretations by national courts giving rise to difficulties such as those 
listed above. 

These types of difficulties might arise in the future, either from Member State initiatives, or from EU-level 
initiatives. At this stage, we encourage the European Commission to take a cautious approach to AI liability 
initiatives, and base any future action on thorough analysis of the evidence. 

Policy options

Due to their specific characteristics, in particular their lack of transparency and 
explainability (‘black box effect’) and their high degree of autonomy, certain types of 
AI systems could challenge existing liability rules.
 
The Commission is considering the policy measures, described in the following 
questions, to ensure that victims of damage caused by these specific types of AI 
systems are not left with less protection than victims of damage caused by 
technologies that operate without AI. Such measures would be based on existing 
approaches in national liability regimes (e.g. alleviating the burden of proof for the 
injured party or strict liability for the producer). They would also complement the 
Commission’s other policy initiatives to ensure the safety of AI, such as the recently 
proposed AI Act, and provide a safety net in the event that an AI system causes 
damage.
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Please note that the approaches to adapting the liability framework presented 
below relate only to civil liability, not to state or criminal liability. The proposed 
approaches focus on measures to ease the victim’s burden of proof (see next 
question) as well as a possible targeted harmonisation of strict liability and 
insurance solutions (subsequent questions). They aim to help the victim recover 
damage more easily.

Do you agree or disagree with the following approaches regarding the 
The answer options are not mutually exclusive. Regarding the burden of proof? 

Product Liability Directive, the following approaches build on the general options in 
the first part of this questionnaire.

Strongly 
agree

Agree Neutral Disagree
Strongly 
disagree

No 
opinion

The defendant (e.g. producer, 
user, service provider, operator) 
should be obliged to disclose 
necessary technical information 
(e.g. log data) to the injured party 
to enable the latter to prove the 
conditions of the claim

If the defendant refuses to 
disclose the information referred 
to in the previous answer option, 
courts should infer that the 
conditions to be proven by that 
information are fulfilled

Specifically for claims under the 
Product Liability Directive: if an 
AI-enabled product clearly 
malfunctioned (e.g. driverless 
vehicle swerving off the road 
despite no obstacles), courts 
should infer that it was defective 
and caused the damage

If the provider of an AI system 
failed to comply with their safety 
or other legal obligations to 
prevent harm (e.g. those 
proposed under the proposed AI 
Act), courts should infer that the 
damage was caused due to that 
person’s fault or that, for claims 
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under the Product Liability 
Directive, the AI system was 
defective

If the user of an AI system failed 
to comply with their safety or 
other legal obligations to prevent 
harm (e.g. those proposed under 
the proposed AI Act), courts 
should infer that the damage was 
caused by that person’s fault

If, in a given case, it is necessary 
to establish how a complex and
/or opaque AI system (i.e. an AI 
system with limited transparency 
and explainability) operates in 
order to substantiate a claim, the 
burden of proof should be shifted 
from the victim to the defendant 
in that respect

Specifically for claims under the 
Product Liability Directive: if a 
product integrating an AI system 
that continuously learns and 
adapts while in operation causes 
damage, the producer should be 
liable irrespective of 
defectiveness; the victim should 
have to prove only that the 
product caused the damage

Certain types of opaque or highly 
autonomous AI systems should 
be defined for which the burden 
of proof regarding fault and 
causation should always be on 
the person responsible for that AI 
system (reversal of burden of 
proof)

EU action to ease the victim’s 
burden of proof is not necessary 
or justified

Please elaborate on your answers and describe any other measures you may 
find appropriate:

2000 character(s) maximum
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Separately from the strict liability of producers under the Product Liability Directive, 
national laws provide for a wide range of different strict liability schemes for the 
owner/user/operator. Strict liability means that a certain risk of damage is assigned 
to a person irrespective of fault.
 
A possible policy option at EU level could be to harmonise strict liability (full or 
minimum), separately from the Product Liability Directive, for damage caused by 
the operation of certain AI-enabled products or the provision of certain AI-enabled 
services. This could notably be considered in cases where the use of AI (e.g. in 
autonomous vehicles and autonomous drones) exposes the public to the risk of 
damage to important values like life, health and property. Where strict liability rules 
already exist in a Member State, e.g. for cars, the EU harmonisation would not lead 
to an additional strict liability regime.
 
Do you agree or disagree with the following approaches regarding liability for 
operating AI-enabled products and providing AI-enabled services creating a 
serious injury risk (e.g. life, health, property) for the public?

Strongly 
agree

Agree Neutral Disagree
Strongly 
disagree

No 
opinion

Full harmonisation of strict 
liability for operating AI-enabled 
products and providing AI-
enabled services, limited to 
cases where these activities 
pose serious injury risks to the 
public

Harmonisation of strict liability for 
the cases mentioned in the 
previous option, but allowing 
Member States to maintain 
broader and/or more far-reaching 
national strict liability schemes 
applicable to other AI-enabled 
products and services

Strict liability for operating AI-
enabled products and providing 
of AI-enabled services should 
not be harmonised at EU level
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Please elaborate on your answer, describe any other approaches regarding 
strict liability you may find appropriate and/or indicate to which specific AI-
enabled products and services strict liability should apply:

2000 character(s) maximum

AmCham EU does not see any justification for introducing particular liability rules for AI applications. Such 
rules would likely deter development and deployment of AI applications in the EU, and hinder EU policy 
objectives to promote entrepreneurship and innovation in AI. A liability framework for AI applications should 
only be considered if there is clear evidence demonstrating a need for it. If, despite these objections, the 
European Commission does decide to propose legislation, it should be focused narrowly on demonstrable 
risks of serious injury, and should preclude Member States from passing their own rules in this area. 

The availability, uptake and economic effects of insurance policies covering liability 
for damage are important factors in assessing the impacts of the measures 
described in the previous questions. Therefore, this question explores the role of 
(voluntary or mandatory) insurance solutions in general terms.
 
The subsequent questions concern possible EU policy measures regarding 
insurance. To what extent do you agree with the following statements?

Strongly 
agree

Agree Neutral Disagree
Strongly 
disagree

No 
opinion

Parties subject to possible 
harmonised strict liability rules as 
described in the previous 
question would likely be covered 
by (voluntary or mandatory) 
insurance

In cases where possible 
facilitations of the burden of 
proof would apply (as described 
in the question on approaches to 
burden of proof), the potentially 
liable party would likely be 
covered by (voluntary or 
mandatory) liability insurance

Insurance solutions (be they 
voluntary or mandatory) could 
limit the costs of potential 
damage for the liable person to 
the insurance premium
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Insurance solutions (be they 
voluntary or mandatory) could 
ensure that the injured person 
receives compensation

Please elaborate on your answers:
2000 character(s) maximum

Insurance obligations apply in a wide variety of situations in EU Member States. We are not aware of any 
evidence that suggests a need to update or amend these rules. In principle, where companies need to 
mitigate risks, they should have the option to take out insurance.
At present, we do not see new areas in which mandatory insurance is necessary.

Under many national strict liability schemes, the person liable is required by law to 
take out insurance. A similar solution could be chosen at EU level for damage 
caused by certain types of AI systems that pose serious injury risks (e.g. life, 
health, property) to the public.
Possible EU rules would ensure that existing insurance requirements are not 
duplicated: if the operation of a certain product, such as motor vehicles or drones, 
is already subject to mandatory insurance coverage, using AI in such a product or 
service would not entail additional insurance requirements.
 
Do you agree or disagree with the following approach on insurance for the 
use of AI systems that poses a serious risk of injury to the public?

Strongly 
agree

Agree Neutral Disagree
Strongly 
disagree

No 
opinion

A harmonised insurance 
obligation should be laid down at 
EU level, where it does not exist 
yet, for using AI products and 
providing AI-based services that 
pose a serious injury risk (e.g. 
life, health, property) to the public

In reply to the previous question you expressed the view that there should not be a 
harmonised insurance obligation for AI-enabled products and services. This implies 
that you consider voluntary insurance and existing mandatory insurance regimes to 
be sufficient. Please elaborate on the reasons for your opinion:

2000 character(s) maximum

As explained above, AmCham EU does not see a need for introducing new insurance obligations. If the 
European Commission proposes legislation, it should be narrowly targeted to serious and demonstrable 
risks of injury. 



31

Taking into account the description of various options presented in the 
previous questions, please rank the following options from 1 (like best) to 8 
(like least)

1 2 3 4 5 6 7 8

Option 1: (Aside from measures to ease the 
burden of proof considered in Section I) Amending 
the Product Liability Directive to ease the burden 
on victims when proving an AI-enabled product 
was defective and caused the damage

Option 2: Targeted harmonisation of national rules 
on proof, e.g. by reversing the burden of proof 
under certain conditions, to ensure that it is not 
excessively difficult for victims to prove, as 
appropriate, fault and/or causation for damage 
caused by certain AI-enabled products and 
services

Option 3: Harmonisation of liability irrespective of 
fault (‘strict liability’) for operators of AI 
technologies that pose a serious injury risk (e.g. 
life, health, property) to the public

Option 4: option 3 + mandatory liability insurance 
for operators subject to strict liability

Option 5: option 1 + option 2

Option 6: option 1 + option 2 + option 3

Option 7: option 1 + option 2 + option 4

Option 8: No EU action. Outside the existing scope 
of the Product Liability Directive, each Member 
State would be free to adapt liability rules for AI if 
and as they see fit

Please elaborate on your answers, also taking into account the interplay with the 
other strands of the Commission’s AI policy (in particular the proposed AI Act). 
Please also describe any other measures you may find appropriate:

2000 character(s) maximum

AmCham EU's fundamental view is that no EU action is required at this point. As explained above, we do not 
see evidence of problems that would justify new AI liability rules. The PLD broadly covers any product, 
including any embedded AI technologies if essential for the functioning of the product. Overly strict new rules 
could hinder further development and deployment of this new technology in Europe, which would run counter 
to EU policy objectives. New safeguards such as those included in the proposed AI Act are designed to 
mitigate the potential risk of consumer harm. The Commission should take a cautious and focussed 
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approach to not harm innovation and uptake. If the Commission does launch new AI liability legislation, it 
should ensure a fully harmonised framework across the EU. Overlap and inconsistency between the PLD 
and other relevant legislation, such as the AI Act and the General Data Protection Regulation (GDPR), 
should be avoided.

Types of compensable harm and admissibility of contractual liability waivers

Aside from bodily injury or damage to physical objects, the use of technology can 
cause other types of damage, such as immaterial harm (e.g. pain and suffering). 
This is true not only for AI but also for other potential sources of harm. Coverage 
for such damage differs widely in Member States.
 
Do you agree or disagree with harmonising compensation for the following 
types of harm (aside from bodily injury and property damage), specifically for 

 Please note that this question does not cases where using AI leads to harm?
concern the Product Liability Directive – a question on the types of harm for which 
consumers can claim compensation under this Directive can be found in Section I. 
The answer options are not mutually exclusive.

Strongly 
agree

Agree Neutral Disagree
Strongly 
disagree

No 
opinion

Pure economic loss (e.g. loss of 
profit)

Loss of or damage to data (not 
covered by the GDPR) resulting 
in a verifiable economic loss

Immaterial harm like pain and 
suffering, reputational damage or 
psychological harm

Loss of or damage to data (not 
covered by the GDPR)  not
resulting in a verifiable economic 
loss

All the types of harm mentioned 
above

Please specify any other types of harm:
500 character(s) maximum
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Sometimes the person who has suffered damage has a contract with the person 
responsible. That contract may exclude or limit the right to compensation. Some 
Member States consider it necessary to prohibit or restrict all or certain such 
clauses. The Product Liability Directive also does not let producers limit or exclude 
their liability towards the injured person by contract.
 
If the liability of operators/users for damage caused by AI is harmonised at 
EU level, do you agree or disagree with the following approaches regarding 
contractual clauses excluding or limiting in advance the victim’s right to 
compensation?

Strongly 
agree

Agree Neutral Disagree
Strongly 
disagree

No 
opinion

The admissibility of contractual 
liability waivers should not be 
addressed at all

Such contractual clauses should 
be prohibited vis-à-vis consumers

Such contractual clauses should 
be prohibited vis-à-vis 
consumers and between 
businesses

The contractual exclusion or 
limitation of liability should be 
prohibited only for certain types 
of harm (e.g. to life, body or 
health) and/or for harm arising 
from gross negligence or intent

Please elaborate on your answer and specify if you would prefer a different 
approach, e.g. an approach differentiating by area of AI application:

2000 character(s) maximum

Additional information

Are there any other issues that should be considered?
3000 character(s) maximum

The European Commission should not propose new legislation on liability for AI, nor should it amend the 
PLD to include standalone software. Products that embed software essential for its functioning (whether or 
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not that software includes AI technology) are already covered. Product safety requirements such as the AI 
Act will further lower any future risk related to AI.

AmCham does not see evidence suggesting that any legislative change is necessary. There is no indication 
that legislative action is required to promote the take-up of and trust in AI systems. We are not aware of 
other countries or regions, or EU Member States, considering changes to liability laws to take account of AI. 

Any new liability legislation would need to be consistent with the proposed AI Act. The AI  Act includes 
requirements for AI to be explainable and transparent, among other things. These provisions cut against the 
justifications for amending the liability framework.

If the Commission proceeds with legislative changes, it should focus narrowly on serious health and safety 
risks to consumers from physical products, whether they embed software or not. It should not address other, 
more speculative, immaterial harms such as those mentioned in the consultation document. It should not 
extend to business-to-business relationships. Companies have well-established practices for allocating 
liability for potential harms through contract, as appropriate to the risk, context and applicable laws.
Businesses are thus better served by having contractual flexibility to negotiate commercial terms with 
software and AI developers as well as other partners in the supply chain that are calibrated to the risks for 
the particular project and the roles of the parties.

You can upload relevant quantitative data, reports/studies and position papers to 
support your views here:
Only files of the type pdf,txt,doc,docx,odt,rtf are allowed

8a6f96fb-2a2e-49db-954e-797037b13c83/AmChamEU_PLD-AIConsultation_Final.pdf

Do you agree to the Commission contacting you for a possible follow-up?
Yes
No

Contact

Mark.BEAMISH@ec.europa.eu



AmCham EU speaks for American companies committed to Europe on trade, investment and competitiveness issues. It aims to ensure a growth-orientated 
business and investment climate in Europe. AmCham EU facilitates the resolution of transatlantic issues that impact business and plays a role in creating better 
understanding of EU and US positions on business matters. Aggregate US investment in Europe totalled more than €3 trillion in 2020, directly supports more 
than 4.8 million jobs in Europe, and generates billions of euros annually in income, trade and research and development. 
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2 Civil liability – adapting liability rules to the digital age and artificial intelligence 

Consultation response  

January 2022 

 

The American Chamber of Commerce to the European Union (AmCham EU) welcomes the possibility to 
contribute to the European Commission’s efforts in assessing the effectiveness of the existing liability 
framework, in light of new societal challenges, by replying to the consultation on ‘Civil liability – adapting liability 
rules to the digital age and artificial intelligence’.  

 

Section I – Product Liability Directive 

AmCham EU’s response to the consultation argues that no additional measures are needed to adapt the Product 
Liability Directive (PLD) to the digital and circular economy. The Directive’s adaptability comes from its simplicity, 
which guarantees product neutrality. As there also seems to be no demonstrated obstacle in the Directive’s 
implementation, for instance, relative to compensation, we consider that no legislative change is needed. If the 
European Commission believes that new initiatives are needed to meet the challenges posed by the digital and 
circular economy, issuing guidance on how to interpret the current rules of the Directive would be more helpful 
for stakeholders than changing the existing norms. Further, AmCham EU believes that it would not be 
appropriate to amend the scope of the PLD to encompass standalone software, as its inclusion would fail to take 
into account the specific characteristics of software, which differ from physical products. 

 

Section II – Liability for AI  

In regard to artificial intelligence (AI), AmCham EU does not believe legislative change is required on liability for 
AI, whether in a revised PLD or a new legislative instrument. The PLD already covers any product, including any 
embedded AI technology if essential for the functioning of the product. Moreover, new safeguards – such as 
those included in the proposed AI Act – are designed to mitigate any potential risk of consumer harm and will 
reduce the likelihood of such risks emerging.  The European Commission should await the adoption and 
implementation of the AI Act before considering if further legislative initiatives are warranted in this area. 
AmCham EU does not see evidence to suggest that new legislation on AI liability is necessary to foster uptake 
of, and trust in, AI technology. Indeed, new far-reaching AI liability provisions, whether on EU or national levels, 
could harm the development, deployment and use of AI across the EU. Additionally, we are not aware of other 
countries, regions or EU Member States considering changes to liability laws to take account of AI. The European 
Commission should adopt a cautious approach to AI liability initiatives and base any future action on a thorough 
analysis of the evidence. 

If the Commission does launch new AI liability legislation, it should ensure harmonisation and avoid overlap and 
inconsistency with other relevant legislation. It should focus narrowly on serious health and safety risks to 
consumers from physical products and exclude other, more speculative, immaterial harms. Finally, it should not 
be extended to business-to-business relationships, as companies have well-established practices for contractual 
allocation of liability for potential harms as appropriate to the risk, context and applicable laws. 


